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A new rotation function in Patterson space is described. An

image-seeking function can be de®ned as a criterion of ®t

between the observed Patterson map and a suitable vector set

extracted from a specially calculated Patterson map of the

search model. The behaviour of image-seeking functions has

appeared to be heavily dependent on certain relations

between some statistical parameters of both maps. A new

algorithm, which carries out the crucial step of selecting the

appropriate vector set from the search model, has been

established. As a consequence of the combination of these two

preceding results, a new vector-search rotation function has

been proposed and tested.
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1. Introduction

Molecular replacement (Rossmann & Arnold, 1993) is one of

the most important techniques for solving macromolecular

crystal structures. A high percentage of published structures

have been solved by this means. The original method (Hoppe,

1957) was extensively developed (Rossmann & Blow, 1962) in

order to establish a mode of locating structural units not

related by crystallographic symmetry elements within the unit

cell. A further evolution of the method (the most widely used

nowadays) was developed by Michael G. Rossmann (Ross-

mann, 1972). Provided that the three-dimensional structure of

the macromolecule or a small fragment of it is roughly known,

molecular replacement determines the correct orientation and

translation that must be applied to correctly locate the three-

dimensional structure (called the search model) in the

crystallographic unit cell. Similar structures or fragments from

other macromolecules in different crystal lattices may be used

as search models. Relevant crystal structures (Rossmann et al.,

1985; Kwong et al., 1998) have been determined by molecular

replacement.

Nowadays, the number of solved macromolecules is enor-

mous. Since those structures are easily accessible via the

internet (Sussman et al., 1998), it is very simple to ®nd suitable

search models. Moreover, certain structural domains appear

frequently in different proteins without a clear sequence

homology (Rao & Rossmann, 1973; Rossmann & Liljas, 1974).

The above-mentioned reasons guarantee not only the survival

but also the expansion of the method in the future.

However, a recently published paper (BruÈ nger, 1997)

stated:

Despite three decades of experience with molecular replace-

ment, there is only a partial understanding of the reasons for

success or failure of the method.

We agree with this idea. There are two main reasons which

cause molecular-replacement errors: the great number of
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variables involved in the process (search-model size and

structural similarity, range of observed data, Patterson grid

size, Patterson integration radius etc.) and the lack of

systematization in its use.

Usually, the method is mathematically implemented in two

different ways: reciprocal space and Patterson space. The term

`molecular replacement' frequently refers to reciprocal-space

algorithms, while `vector search' is applied to Patterson-space

algorithms. In general, reciprocal-space implementations

(Navaza & Saludjian, 1997) offer quick solutions in a

systematic but not always understandable way without user

intervention. On the other hand, Patterson-space procedures

(Nordman & Nakatsu, 1963; Huber, 1965) are not so

systematically established and user participation is therefore

increased. However, these apparent disadvantages can be

turned into useful tools. In case of dif®cult problems, in which

crystallographer participation is completely essential,

Patterson space methods allow users to interact easily with

them.

We will focus on the ®rst step of the molecular-replacement

method: the rotation problem. The translation function (the

next step in the procedure) depends heavily on the solution of

the rotation function. Incorrect orientations will always cause

translation-function failures. Otherwise, if the orientation is

correct, the translation step does not usually present many

complications. Therefore, a great effort must be made to

obtain the correct orientation of the search model.

All vector-search procedures are based on the comparison

between an observed Patterson map and a vector set obtained

from the search model. An observed Patterson map contains

interatomic vectors translated to the origin. In fact, it is

impossible to distinguish single point vectors in a Patterson

map; only broad peaks appear in it. Each peak comes from the

contribution of a great number of similar vectors. Overlap

between different peaks is always present and this reduces the

number of resolved peaks even further.

If an arbitrarily rotated search model is available, an

appropriate vector set can be built from it. It is possible to

compare this vector set with the observed map. The degree of

similarity indicates whether the trial orientation is correct or

not. If not, another orientation must be tried. The question is

how to measure the ®t between the vector set and the

Patterson map. Different techniques can be used. Image-

seeking functions (ISFs; Buerger, 1959) seem to be very good

tools for this purpose. ISFs have proved to be a method for

deconvoluting the Patterson maps and solving the crystal

structures of small molecules. However, an alternative plan

using them as criteria of ®t in the case in which we are inter-

ested has been suggested (Nordman & Nakatsu, 1963), as ISFs

can automatically detect a known vector set included in a

Patterson map. The aim of this paper is to establish a vector-

search rotation function based on ISFs in a clear, easy and

systematic way. The paper is divided into several sections.

The ®rst section describes the statistical analysis required to

determine the behaviour of ISFs under common problem

conditions, as ISFs do not always work properly under typical

macromolecular circumstances (low-resolution data or lack of

similarity between the search model and the unknown crystal

structure, among others). Numerical simulations (based on

computer-generated random numbers) have been performed

in order to establish a statistical parameter which determines

whether or not the present conditions will cause the failure of

ISFs. Previous knowledge of this information avoids wasted

effort: other vector-search (or reciprocal-space) techniques

should then be used instead of ISFs.

The second section deals with the generation of the vector

set. Since ISFs can only ®nd a vector set if it is actually

included in the Patterson map, the main task is to generate the

appropriate vector set from the search model. The generated

vector set must actually appear in the Patterson map; other-

wise it will not be a correct input for an ISF, which will try to

®nd something non-existent. An adequate build-up and

selection of vectors from the search model are therefore

essential.

The third section covers the rotation-search process. A

special remark about the signi®cance of a correct scaling of the

data is made. The remainder of the paper shows different tests

which demonstrate the ef®ciency of the proposed method. A

brief comparison with other existing rotation functions is also

included.

Finally, the general conclusions and future developments of

the method are presented.

2. Methodology

The relationship between points and vector sets was ®rst

established by Dorothy Wrinch (Wrinch, 1939). 11 years later,

Martin J. Buerger (Buerger, 1950) asserted that the Patterson

function could be considered as the vector set of the crystal

electron density and introduced ISFs (Buerger, 1951) to

search for electron-density images inside the Patterson map.

Similar techniques were developed almost simultaneously

(Beevers & Robertson, 1950; Garrido, 1950; Thomas &

McLachlan, 1952). They can be grouped and characterized as

superposition methods, which are qualitatively equivalent to

ISF methods. Some other procedures, such as the use of the

accumulation function (Raman & Lipscomb, 1961) and the

symmetry-minimum function (Simpson et al., 1965) were

proposed later.

The application of ISFs to the rotation-function problem

arose some years later. A modi®ed ISF (Nordman & Nakatsu,

1963) was used as a criterion of ®t between vector sets and

Patterson maps. Since then, many ISFs have been applied in

small-molecule and macromolecular crystallography. The

`weighted minimum-average function' (Nordman, 1966;

Schilling, 1970) is the basis of the vector-search procedure (for

small molecules) successfully implemented in the program

ORIENT (Beurskens et al., 1987) included in the DIRDIF96

system (Beurskens et al., 1996). Nowadays in macromolecular

crystallography, vector-search procedures are only imple-

mented, as far as we know, in X-PLOR (BruÈ nger, 1992),

PROTEIN (Steigemann, 1996) and CNS (Brunger et al., 1998).

All of them perform conventional vector searches based on

other sorts of modi®ed ISFs (Huber, 1985). On the other hand,



reciprocal-space implementations dominate the present soft-

ware: e.g. MERLOT (Fitzgerald, 1988), AMoRe (Navaza &

Saludjian, 1997).

However, ISFs can be very useful in macromolecular crys-

tallography if they are applied correctly. A careful statistical

analysis and an appropriate vector-set generation are needed

in order to use ISFs in a proper way.

2.1. Statistical analysis

The behaviour of the ISFs in this new ®eld must be carefully

studied in order to avoid unpleasant surprises. Working with

real data is always complicated, so we have tried to simplify

the problem as much as possible. As previously described in

the literature (Nordman & Hsu, 1982; Nordman, 1983, 1985),

numerical simulations based on random numbers were

performed in order to study the dependence of the behaviour

of the ISFs on certain statistical parameters. The analysis is

split into two parts: (i) random-number generation and (ii)

numerical simulation procedure.

2.1.1. Random-number generation. It is known that a

deterministic machine like a digital computer cannot generate

truly random numbers. Therefore, we must use some sort of

algorithm to generate `pseudorandom' numbers. We can call

`pseudorandom' numbers (random numbers from hereon in

this section for clarity) a set of numbers that ful®l some tests of

randomness. Usually, compiler developers include random-

number generation routines, but all of them suffer from a lack

of randomness over short periods because of their simplicity.

This fact encourages everybody who needs a set of random

numbers to look for better algorithms.

The most popular way to generate random numbers

following a uniform distribution is based on the linear

congruential method. If a very large sequence of random

numbers is needed, some modi®cations must be undertaken.

The L'Ecuyer algorithm with Bays±Durham shuf¯e provides

very good results. The Box±Muller method must be applied to

transform uniform distributions into normal distributions

which bear some resemblance to Patterson maps. We have

used one of the most famous optimized routines (Press et al.,

1992) in order to generate random numbers according to the

described methodology. The mathematical details of the

described procedure can be found elsewhere (GarcõÂa-Granda

et al., 1996).

2.1.2. Numerical simulation procedure. For the sake of

simplicity, we have decided to carry out one-dimensional

simulations. Extension to two or three dimensions cannot

easily be performed because of the possibility of correlation

between the random numbers.

A Patterson map (which will be called `total') may be

considered as the sum of two parts: the search group (`signal')

in which we are interested and the remainder or background

(`noise'). Our numerical simulation procedure is based on the

same idea. Let SIGNAL = {SIGNAL(i): i = 1, n} and NOISE =

{NOISE(i): i = 1, n} be normal deviates with means xSIGNAL

and xNOISE and standard deviations �SIGNAL and �NOISE,

respectively. A new set TOTAL = {TOTAL(i): i = 1, n} is

constructed as SIGNAL plus NOISE: TOTAL(i) =

SIGNAL(i) + NOISE(i). Its average and standard deviation

can be obtained from xSIGNAL, �SIGNAL, xNOISE and �NOISE,

xTOTAL � xSIGNAL � xNOISE; �1�

�TOTAL �
�
�2

SIGNAL � �2
NOISE �

2

n

Pn
i�1

NOISE�i� � SIGNAL�i�
� �

ÿ 2xSIGNALxNOISE

�1=2

: �2�

This is a very important point: the `signal' set is included in the

`total' set. Once we have our `total' set, we randomly choose a

subset (`fragment') of correlative numbers from SIGNAL:

FRAGMENT = {FRAGMENT(i): i = 1, k; k < n} (k is a

parameter ®xed by the user). A random number p

(0 � p � n ÿ k) must be chosen to build FRAGMENT:

FRAGMENT(i) = SIGNAL(i + p) (xFRAGMENT � xSIGNAL,

�FRAGMENT � �SIGNAL). FRAGMENT will be the set of

numbers that we will try to locate in the TOTAL set. (In the

crystallographic situation, FRAGMENT would be the vector

set and TOTAL the observed Patterson map.) There are

(n ÿ k + 1) possible positions for FRAGMENT. For each

position, we calculate the goodness of ®t between FRAG-

MENT and TOTAL (by evaluation of an ISF). The highest

goodness of ®t indicates the best position of the FRAGMENT

in the TOTAL set. If the best position is p, the ISF succeeded.

The whole process is then repeated q times (q is a parameter

®xed by the user) under equal conditions on different

SIGNAL, NOISE and TOTAL sets. Each time the ISF obtains

the right solution, a control variable (ISF_success) is

increased. If not, ISF_success remains unchanged. The ®nal

percentage of successful searches (PSS) is de®ned as 100 �
ISF_success/q.

In all our experiments, we have used SIGNAL and NOISE

sets of 600 numbers (n = 600) and we have performed 500

experiments (q = 500) for each selected condition of xSIGNAL,

�SIGNAL, xNOISE, �NOISE and k. Although we have studied

several types of ISFs, we are going to focus on the `weighted

minimum-average function'. Originally designed for small

molecules, this ISF could not be successfully applied in

macromolecular crystallography (Nordman, 1972),

MIN�m; k� �Pm
i�1

TOTAL�i�=Pm
i�1

FRAGMENT�i�: �3�

The new parameter m is the number of `fragment' points used

in the calculation. Not all points need be included in this

ISF. Only those having the lowest value of TOTAL(i)/

FRAGMENT(i) are useful. Low values of TOTAL(i)/

FRAGMENT(i) reveal poor ®t between TOTAL and

FRAGMENT. The MIN(m, k) function indicates the correct

position when a good ®t between the worst ®tting points is

found.

Calculations were performed using SIGNAL and TOTAL

average and standard deviation as input, because the search

model and the observed Patterson map are always known in

the real case. It is obvious that there is a clear relationship

between the average and standard deviation from SIGNAL,
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NOISE and TOTAL and therefore xNOISE and �NOISE can be

estimated by the formulae

xNOISE � xTOTAL ÿ xSIGNAL; �4�

�NOISE �
1

n

�
ÿPn

i�1

X�i� � SIGNAL�i�

�
� Pn

i�1

X�i� � SIGNAL�i�
� �2

� n2��2
TOTAL ÿ �2

SIGNAL�
�1=2�

: �5�

X(i) (necessary for the calculation) is any set of n random

numbers normally distributed. When this arbitrary set is

transformed with the aid of the expression [X(i)*�NOISE +

xNOISE], the required NOISE is obtained. This means that this

obtained NOISE plus the input SIGNAL generates the

TOTAL ®rst speci®ed.

By changing the size of FRAGMENT, the average and

standard deviation of SIGNAL and TOTAL and the para-

meter m, we will be able to check the behaviour of the studied

ISF. All calculations involved in these numerical simulations

were performed at the Centro de Investigaciones EnergeÂ ticas,

Medioambientales y TecnoloÂ gicas, Spain on a CRAY T3E

computer.

The ®rst result (which may be considered to be obvious) is

that increasing the size of FRAGMENT always produces

better results, independent of the statistical conditions.

Figure 1
(a) Percentage of successful searches (PSS) as a function of the parameter
k (size of FRAGMENT). Statistical conditions for the continuous curve
are xTOTAL = 1500, �TOTAL = 428.57, xSIGNAL = 900 and �SIGNAL = 128.57.
Statistical conditions for the dashed curve are xTOTAL = 1500, �TOTAL =
375.00, xSIGNAL = 900 and �SIGNAL = 75.00. (b) Percentage of successful
searches (PSS) as a function of the parameter m (fraction of used points).
Statistical conditions are xTOTAL = 1500, �TOTAL = 428.57, xSIGNAL = 900
and �SIGNAL = 128.57. (c) Percentage of successful searches (PSS) as a
function of �SIGNAL/�TOTAL. Statistical conditions are xTOTAL = 9000,
xSIGNAL = 8100, m = 0.3 and k = 300.

Figure 2
(a) Search model. (b) Calculated Patterson map of the search model.
Peaks related by the inversion centre have been omitted for clarity in all
®gures. The interpretation of the Patterson map consists of assigning
vectors to peaks. (c) Calculated Patterson map reduced to the crystallo-
graphic unit cell.



Fig. 1(a) shows the behaviour of the ISF for different sizes of

the FRAGMENT under several statistical situations.

The second result refers to the value of the parameter m.

After a great number of experiments under completely

different conditions, we can conclude that the best value for

this parameter is around 0.3k or 0.4k. Fig. 1(b) shows this

result.

In a crystallographic problem, the size of the FRAGMENT

set is ®xed (it is the search model). If the parameter m is also

®xed, we will try to relate the behaviour of the ISFs to the

statistical conditions of the particular problem. The most

important result is now presented. There is a high and clear

correlation between the ratio �SIGNAL/�TOTAL and the prob-

ability of success of the ISFs. Discriminatory capacity of the

ISFs increases with �SIGNAL/�TOTAL. Failure becomes inevi-

table when that ratio is very low, as is shown in Fig. 1(c).

The represented values must not be taken as absolute

criteria as one-dimensional simulations cannot directly be

compared with three-dimensional Patterson maps. However,

the observed trend is very important and cannot be over-

looked in macromolecular cases. Unfortunately, it is not

possible to arbitrarily improve the ratio �SIGNAL/�TOTAL

without losing the physical sense of the problem in a

crystallographic situation. The Patterson function (known)

may be considered as the sum of two contributions: the search

model (known) and the background (unknown). If the search-

model contribution to the total Patterson function is modi®ed

so that the values of its characteristic statistical parameters are

altered, the background contribution has to change in a similar

way. Provided that the same factor is used to scale the search

model and the background, the ratio �SIGNAL/�TOTAL remains

constant for a given problem. Then, a critical statistical para-

meter SP1 can be de®ned as �SIGNAL/�TOTAL. It is therefore

highly recommended to evaluate SP1 before the calculation

starts in order to determine the probability of success of the

ISF. In conclusion, SP1 is ®xed in a given problem and cannot

be altered. The only way to change it consists of increasing the

size of the search model or choosing another one.

Besides SP1, other statistical parameters can be de®ned but

they are not so outstanding. They may be altered, but it is not

very easy to systematize their behaviour. Therefore, it is not

worth calculating them.

A program (OVIEST) which

performs the calculation of statistical

parameters in a crystallographic situa-

tion has been written in FORTRAN77.

The TOTAL set corresponds to the

observed Patterson map. The SIGNAL

set corresponds to the search-model

calculated map from which some

vectors (the FRAGMENT set) are

extracted. The main steps of the

program are as follows.

(i) Calculated and observed

Patterson maps are read.

(ii) All negatives values of the maps

that appear because of the truncation

series error are set to zero in order to

avoid the physically meaningless situa-

tion.

(iii) Average and standard deviation

from both maps and the corresponding

statistical parameter SP1 are calcu-

lated.

2.2. Vector-set generation

ISFs use as input an appropriate

vector set from the search model and

try to ®nd the orientation which causes

the best ®t between that vector set and

the observed Patterson map. It is

necessary to emphasize again that the

generated vector set must be contained

inside the calculated Patterson map.

The problem now is how to choose the

correct vector set.
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Figure 3
Left column: incorrect interpretation. Right column: correct interpretation. (a) The red vector has
been incorrectly assigned to a Patterson peak. The green vector represents the correct origin choice
(see Fig. 2b). (b) 90� counterclockwise rotation around an axis through the origin perpendicular to
the paper. (c) Final rotated peaks inside the crystal unit cell. Since the red and green vectors were
different, the ®nal position of the corresponding Patterson peak after rotation is different.
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Geometrical procedures to generate interatomic vectors

followed by some modi®cations to make them look like

Patterson peaks (Nordman & Schilling, 1970) are prohibitive.

Apart from being excessively CPU time consuming, the main

reason for avoiding these procedures is that the generated

vector set does not resemble the real set which appears in the

observed Patterson map.

The natural way of obtaining the vector set as it actually

appears in the observed map is to calculate the search-

model Patterson map and to consider the extracted peaks as

vectors because Patterson peaks correspond with inter-

atomic vectors. These vectors can be classi®ed in two main

groups: self-vectors (between atoms in the same asymmetric

unit) and cross-vectors (between atoms in different asym-

metric units). Cross-vectors can be divided again in two

subgroups: type I (between asymmetric units belonging to

the same crystallographic unit cell) and type II (between

asymmetric units related by lattice translations). Self-vectors

depend only on the orientation of the search model. Type I

cross-vectors depend on the orientation and the translation

and are therefore useless. Type II cross-vectors and self-

vectors are inevitably linked, as they are identical apart

from lattice translations. From hereon in this paper, we will

refer to type I cross-vectors simply as cross-vectors, since

type II cross-vectors are not independent of self-vectors. In

conclusion, an appropriate vector set for the evaluation of

an ISF would be the self-vector set (SVS) of the search

model.

The most popular system for building the SVS is to place

the search model in a large orthogonal box without symmetry

(cross-vectors do not exist under these conditions) and to

perform a structure-factor calculation. The box size is chosen

to be approximately equal to the smallest box containing the

model plus the integration radius plus the required resolution

(Navaza, 1994). A Patterson map is then computed. Patterson

peaks extracted from that map constitute the SVS. Obviously,

this set depends on the box size and the number of generated

re¯ections in the calculation.

In order to obtain the real SVS, as it appears `camou¯aged'

in the observed Patterson map, the search model must be

placed in the crystallographic unit cell (excluding symmetry).

Only observed re¯ections (expanded to P1) must be used in

the structure-factor calculation. A Patterson map is calculated.

Patterson peaks appear randomly distributed around the

origin of the unit cell. However, its coordinates may be

changed so that the peaks are positioned inside the unit-cell

limits. Each peak can be situated inside the unit cell by

adequately applying lattice translations, as shown in Fig. 2.

At this stage, an important detail must be taken into

account. This vector set cannot be correctly rotated unless

each peak is expressed with respect to its corresponding origin

(Fig. 3).

Final rotated peaks naturally depend on the choice of the

origin. The problem is how to estimate the correct origin for

the peaks extracted from a calculated map. Calculating the

Patterson map in a box around the origin does not solve the

problem. Fig. 4 shows this process.

Moreover, in the case of multiple peaks (very common in

macromolecular crystallography because of the great amount

of peak overlap), only one contribution (correct or not) would

be selected. The rest are deleted (Fig. 5).

In order to avoid these problems, some authors have

decided to calculate the peaks in each orientation of the

search model, instead of applying a rotation matrix to the

original set. The generalized Patterson-search technique

(Nordman, 1994) and the direct rotation function based on a

correlation coef®cient (DeLano & BruÈ nger, 1995) are exam-

ples of this methodology. The CPU-time effort is enormous

because a structure-factor calculation and a Patterson map are

needed in each orientation. However, the resolving power of

this kind of rotation function is greater because the peaks of

the search model are calculated more accurately. Nevertheless,

routine and quick applications do not need such resolving

power.

A correct deconvolution of the peaks from a Patterson map

is not easy. Several attempts for small molecules containing

heavy atoms have been made (Goldak, 1969, 1971, 1974). This

methodology cannot be easily adapted to macromolecules.

Our proposal is to design a rough but quick and useful method

that interprets correctly Patterson peaks.

We start from the assumption that the search model and its

corresponding SVS rotate in the same way. In other words, the

SVS follows a predictable path if the rotation matrix is known.

Cross-vectors are not present in the calculated map because

all symmetry has been excluded. Therefore, in order to

determine whether or not a Patterson peak is correctly

expressed we have developed the following procedure.

(i) Select a peak and express its coordinates in each one of

the eight translationally related corners of the unit cell.

(ii) Choose an arbitrary rotation and apply the corre-

sponding rotation matrix to each one of the possible coordi-

nates of the peak.

(iii) Apply the same rotation matrix to the original search

model, perform a structure-factor calculation, build a new

calculated Patterson map and perform a peak search on it.

(iv) Compare the possible rotated peaks (step ii) with these

new peaks. A possible rotated peak is accepted if it matches up

with some of these new obtained peaks. In order to measure

the degree of coincidence of two peaks, we have de®ned a

parameter eps1,

eps1 � ��x2 ÿ x1�2 � �y2 ÿ y1�2
� �z2 ÿ z1�2�1=2;

�6�

where (x1, y1, z1) are the Cartesian coordinates of the ®rst

peak and (x2, y2, z2) are the Cartesian coordinates of the

second peak. Multiple peaks are correctly interpreted because

all possible origin choices are taken into account. In this case,

more than one possible option will be validated. Fig. 6 shows

the whole procedure.

The method just described must be applied simultaneously

to all Patterson peaks. If an extremely precise SVS is required,

the whole procedure must be repeated with new arbitrary

rotations until convergence, because if a peak is correctly



expressed it must appear in any rotated Patterson map in-

dependently of the applied rotation. Usually, two or three

rotations are suf®cient. The parameter eps2 represents the

minimum percentage of rotations in which one possible peak

must be valid in order to be included in the SVS. In these

cases, the value of the accepted peak will be the minimum

obtained from all the rotations. Spurious contributions are

then eliminated.

The method, although very rough, has the following

advantages over traditional procedures.

(i) Patterson peaks (single and multiple) are correctly

interpreted and spurious contributions are purged.

(ii) CPU time required is short because only two or three

Patterson maps are calculated. A program, OVISEL, written

in FORTRAN77 performs the calculations involved in the

described method. Input parameters for OVISEL are the

number of random rotations, eps1 and eps2.

2.3. Rotation-search process

Once the SVS is available, the rotation search can be

executed. The program OVIROT written in FORTRAN77

calculates the `weighted minimum-average function', which

has proved to be a useful rotation function. A ¯ow diagram of

the whole process is shown in Fig. 7.

OVIROT reads its input parameters from a ®le called

ovirot.inp which includes the following data.

(i) Crystallographic symmetry, to avoid unnecessary calcu-

lations in the rotation search according to the symmetry of the

angular space (Rao et al., 1980). The rotation is performed

using Eulerian angles (Rossmann & Blow, 1962) over a grid

®xed by the symmetry. Orthogonalization convention keeps X

in the crystallographic direction a and Y in the plane de®ned

by a and b. The program CONVROT (Urzhumtseva &

Urzhumtsev, 1997) can convert this rotation description to any

other.

(ii) Angular step size. By default ®xed to 10� (although

other values are allowed).

(iii) Peak-selection criteria, because not all the peaks are

used. Peaks included in the calculation are selected accord-

ingly to their length and height. In general, the minimum

length is 5 AÊ . Shorter vectors provide little angular discrimi-

nation because the sphere around the Patterson origin shows

peaks (vector density) everywhere. The maximum length

(LMAX) is calculated as the diagonal of the minimum ortho-

gonal box containing the search model. Although long vectors

may suffer from certain errors in their determination, they are

very characteristic of the search model and must be included.

Peaks whose height is very low are excluded. An eight-point

interpolation scheme (Nordman, 1980) has been used to

estimate peak Patterson values at arbitrary points in the unit

cell.

(iv) The fraction of peaks used in the ISF calculation

(usually 0.3).

Results from OVIROT are written in a ®le called ovirot.out.

This ®le contains the 100 highest peaks of the rotation function

and its value is expressed in standard deviations above the

mean. All calculations (OVIEST, OVISEL and OVIROT)

were made at the Universidad de Oviedo (Spain) on the X-ray

group DEC ALPHA AXP 3300, VMS workstations.

2.4. Scaling of the data

Correct scaling of the data is very important and its great

signi®cance has been recently emphasized (Vagin &

Teplyakov, 1997).

Observed data must be expressed on an absolute scale

(electron units). This transformation is absolutely necessary in

order to avoid nonsensical physical situations. ISFs look for

the search model inside the observed Patterson map. The

absence of data scaling can lead to incorrect situations (for

instance, search models `greater' than observed maps).

Obviously, in these cases ISFs will not work properly.

Only a rough value of the overall temperature factor

(Boverall) and scale factor (k) are needed. Extremely precise

values (although useful for later steps in the structure-solution

process) are not required at this point. The most popular

scaling procedure, the Wilson plot (Wilson, 1942), is not very

accurate when applied to macromolecules. Only high-

resolution data (beyond 4 AÊ ), which is not always available,

must be used. However, the Wilson plot must not be auto-

matically excluded. Successful results of the Wilson plot in

protein crystallography may be found in the literature (Nixon

& North, 1976; Derewenda et al., 1982). In order to avoid

Wilson-plot errors, new scaling procedures based on the shape

and height of the Patterson origin peak (Goldak, 1974) were

established. The ®tting of Gaussian functions to the Patterson

origin peak by means of a least-squares procedure (Rogers,

1980) has recently been successfully implemented (Blessing &

Langs, 1988). Nowadays, the enveloped cross-rotation func-

tion (Vellieux, 1995) makes use of this procedure. Recently,

the scaling problem has been solved with the use of an

empirical scattering curve (Cowtan & Main, 1998). Boverall and

k are calculated in Wilson statistics through the ®tting of a

theoretically generated scattering curve to the observed data.

This new experimental curve results from the combination of a

great number of scattering curves from different protein

structures. The algorithm is implemented in the DM program

(Cowtan, 1994) included in the CCP4 (Collaborative

Computational Project, Number 4, 1994) package. Wilson,

Blessing and Cowtan algorithms have been checked in our test

cases. Some conclusions are presented in x3.
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Table 1
Scaling results for 6rxn and 1har.

6rxn 1har

Wilson Blessing Cowtan Wilson Blessing Cowtan

k 0.580 0.583 0.441 0.046 0.040 0.055
Boverall 8.440 8.475 6.203 39.120 43.880 43.600
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3. Results and discussion

We have used four different protein structures as tests for our

new methodology. Data for 6rxn, 1har and 1pdo in the present

analysis consisting of jFj and �(jFj) have been obtained from

the Protein Data Bank (PDB codes: 6rxn, r6rxnsf; 1har,

r1harsf; 1pdo; r1pdosf). The experimental details of data

collection, crystal solution and re®nement have been reported

in the literature. Professor Lennart SjoÈ lin (University of

GoÈ teborg, Sweden) provided us with the coordinates and

structure factors of the last protein (LSAZ in our internal

code).

It is assumed that the scale factor and overall temperature

factor for the observed data are available. Table 1 shows the

Figure 4
(a) Calculated Patterson map. (b) Only peaks inside the box are selected.
The red vector represents an incorrect interpretation (see Fig. 2b). (c) 90�

counterclockwise rotation around an axis through the origin perpendi-
cular to the paper. (d) Final rotated peaks inside the crystallographic unit
cell (the box and the vectors have been deleted for clarity). Compare this
result with Fig. 3(c) (right column): the maps differ because the red vector
in the present case is incorrect.

Figure 5
(a) Calculated Patterson map. The heavy dot is supposed to be a multiple
(double) peak. (b) Patterson peaks correctly expressed. Two single
vectors contribute to the heavy dot. (c) Peaks inside the box are selected.
One contribution to the multiple peak is eliminated; that vector is lost. In
addition, a single vector is incorrectly assigned (see Fig. 2b).



scaling results that were obtained when the three techniques

mentioned in the previous section were applied to some of our

protein tests. No relevant differences were found between the

three scaling procedures when Patterson maps and statistical

descriptors were calculated. Therefore, we have decided to

apply the Wilson-plot procedure for scaling all our observed

data sets. X-PLOR (BruÈ nger, 1992) was used to produce our

Wilson-plot calculations.

Observed and calculated Patterson maps must also be

available before the rotation procedure starts. We have used

X-PLOR (BruÈ nger, 1992) to compute these maps. Re¯ections

from 15 AÊ to the highest resolution limit available were used

in the rotation searches. The same re¯ections were used in

both maps. In the case of the calculated map, the original

observed set was expanded to P1. Re¯ections with

Fobs < 2�(Fobs) were excluded. The origin peak was subtracted

from the Patterson maps. Structure factors obtained from

measured re¯ections and modi®ed with Boverall and k were

used in the computation of the observed map,

Fabsolute

�� ��2� k2 Fobs

�� ��2exp 2Boverall

sin2 �

�2

� �
: �7�

The calculated map was computed from structure factors of

the atomic model. These structure factors were calculated by

FFT inversion of the electron density generated by the search

model in the crystallographic unit cell (symmetry excluded) on

a grid whose size was one third of the high-resolution limit

(Ten Eyck, 1977). An additional sharpening parameter

(usually Bs = 5 AÊ 2) was also applied in both maps,

Fsharp

�� �� � Fj j exp Bs

sin2 �

�2

� �
: �8�

Three arbitrary rotations were used in the SVS-generation

procedure. In all cases, the values of the parameters eps1 and

eps2 were chosen to be 0.9 and 60%, respectively.

These default parameters were used throughout in all tests.

Other possibilities will be noted. The results of the rotation

function are presented in Table 2. The parameter rfr (rotation-

function ratio) is the ratio between the value of the rotation

function for the correct orientation and the value for the

highest false orientation (both expressed in standard devia-

tions above the mean to guarantee that rfr is scale- and shift-

invariant).

3.1. 6rxn

This protein is a rubredoxin, an electron-transfer protein

from the bacterium Desulfovibrio desulfuricans (46 amino

acids). It may be considered as a small molecule rather than a

typical macromolecule. Relatively high-resolution data are

available (5031 re¯ections collected in the resolution range

24.0±1.5 AÊ ). The protein crystallized in space group P1, with

unit-cell parameters a = 24.92, b = 17.79, c = 19.72 AÊ , �= 101.00,

� = 83.30,  = 104.50� and one molecule in the asymmetric unit

(Sieker et al., 1983). No cross-vectors appear in the observed

Patterson map because symmetry is absent in this crystal

structure. There are no excessive dif®culties for the ISF. This
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Figure 6
(a) All possible vectors for a peak are considered. Only one of them is
correct: the green vector (see Fig. 2b). (b) Final possible positions for the
peak after a 90� counterclockwise rotation around an axis through the
origin perpendicular to the paper. Four different results depending on the
origin choice are obtained. (c) Correct rotated Patterson map (Fig. 3c,
right column) superimposed on the rotated vectors reveals the correct
origin for the peak. The red vectors do not match any Patterson peak. (d)
In our procedure, multiple peaks (see Fig. 5b) are correctly interpreted.
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protein was extensively used to test all our FORTRAN77

codes.

When the intact protein was used as a search model

(model 1), the statistical parameter SP1 was very high (0.36)

and a great number of vectors were selected by OVISEL. The

solution was straightforward and an excellent ®gure of merit

(rfr = 4.16) was obtained.

A second search model (model 2) consisting of the ®rst

sixteen amino acids (approximately one third of the whole

protein) was tried. In this case, the SP1 value decreased and

the number of vectors was also lower than before. OVIROT

found the correct solution but the ®gure of merit was worse

(rfr = 1.92). The main reason for this drastic reduction is the

magnitude of the SP1 parameter. The number of selected

vectors (although quite low) was suf®cient for the ISF because

most of them were correct.

3.2. 1har

This protein (Unge et al., 1994) is the HIV-1 (human

immunode®ciency virus type 1) reverse transcriptase (216

amino acids). It represents a typical situation in macro-

molecular crystallography: relatively high symmetry (space

group P43, with one molecule in the asymmetric unit), large

unit cell (a = b = 98.20, c = 31.70 AÊ ) and not very high reso-

lution data (15 150 re¯ections collected in the resolution range

19.64±2.2 AÊ ). Two different search models were again used:

the whole protein and a small fragment.

When the complete protein was used as search model, SP1

was 0.13 and 188 vectors were extracted from the calculated

map. The number of vectors is moderately low. However,

OVIROT again found the correct solution, but the ®gure of

merit was poor (rfr = 1.43).

When the ®rst 56 amino acids of the protein sequence were

chosen as the search model (one fourth of the protein), SP1

decreased to 0.07. Only 52 vectors were determined by

OVISEL. OVIROT could not ®nd the correct solution as was

expected owing to the low value of the SP1 parameter. A new

and more restrictive selection of the vectors was needed.

OVISEL was run again. This time, six arbitrary rotations

(instead of three) were applied. The number of selected

vectors was 41, but in this new situation the correct solution

was achieved. The ®gure of merit (rfr = 1.08) was very low.

This example shows the great importance of an appropriate

selection of the vectors. ISF does not need a great number of

vectors, only good vectors. Introducing wrong peaks always

causes ISF errors (the small 6rxn could be oriented using only

20 good vectors from model 1, although the rfr was very low ±

close to 1.00). All efforts must concentrate on obtaining

correct vectors from the search model. Other possibilities are

not recommended. For instance, increasing Bs allows more

vectors to be obtained, but causes a decrease in SP1; elim-

inating high-resolution re¯ections increases SP1, but reduces

the number of selected vectors. In conclusion, these tricks

must be avoided.

3.3. 1pdo

A mannose permease from Escherichia coli (135 amino

acids) was crystallized in a very high symmetry space group

(P6122), with unit-cell parameters a = b = 76.36, c = 88.73 AÊ

and one molecule in the asymmetric unit (Nunn et al., 1996). A

Table 2
Rotation-search results.

Protein 6rxn 6rxn 1har 1har 1pdo LSAZ
Model 1 2 1 2 1 1

Previous
LMAX 43.11 31.37 82.37 62.32 57.26 64.09
k 0.58 0.58 0.046 0.046 1.14 14.89
Boverall 8.44 8.44 39.12 39.12 15.91 18.10
Vectors 204 139 678 245 2220 2895
CPU (s) 74.55 72.61 495.38 469.51 1243.63 356.74

OVIEST
SP1 0.36 0.21 0.13 0.07 0.02 0.07
CPU (s) 5.98 5.72 46.58 48.31 167.47 38.66

OVISEL
Vectors 333 172 188 52 343 1124
CPU (s) 149.88 145.68 935.36 932.8 2198.73 1110.27

OVIROT
Solution Yes Yes Yes No Yes Yes
rfr 4.16 1.92 1.43 1.13 4.84
CPU(s) 76.89 41.15 60.81 56.49 173.06 112.16

Figure 7
Flowchart of the Patterson space rotation-function procedure.



great number of cross-vectors caused enormous problems for

the ISF. The search model was approximately two thirds of the

total protein structure. Although relatively high-resolution

data was available (16 836 re¯ections in the resolution range

19.8±1.7 AÊ ), the SP1 parameter was very poor (0.02) because

of the high symmetry. However, the number of vectors was

good enough. These effects may cancel each other out.

OVIROT found the correct solution, although the ®gure of

merit was poor (rfr = 1.13). This example clearly shows the

essence of this methodology: we must direct all our efforts

towards reaching a great number of good vectors and high SP1

values or, at least, one of these conditions.

3.4. LSAZ

This ®nal example summarizes the last-mentioned idea.

LSAZ is the apo form of azurin, a protein involved in the

respiratory chain of the bacterium Pseudomonas aeruginosa

(128 amino acids). The protein crystallized in space group

P212121, with unit-cell parameters a = 57.40, b = 87.40,

c = 110.31 AÊ (local data; 26 578 re¯ections in the resolution

range 22.2±2.79 AÊ ). When the four protein molecules in the

asymmetric unit were used as a search model, the SP1 value

was very high (0.24) and a great number of vectors were

available (1382). OVIROT then produced an unambiguous

result: the ®gure of merit (rfr) was 6.50. If just one molecule

was used as search model (model 1) the SP1 obviously

decreased (0.07). This value was good enough for the rotation

function, which found the correct solution; the obtained ®gure

of merit was still quite high (rfr = 4.84).

3.5. Comparison with other molecular-replacement
programs

We have studied the performance of our procedure and of

two other widely used rotation functions: the direct-rotation

function implemented in X-PLOR version 3.851 (Delano &

BruÈ nger, 1995) and the fast rotation function (Crowther, 1972)

as implemented in the program AMoRe (Navaza & Saludjian,

1997).

The direct-rotation function solved correctly all the studied

test cases, even the most dif®cult ones {[correct rotation

function (RF) value/highest wrong RF value] for some

selected cases: 6rxn model 2, 2.41; 1har model 2, 1.51}. As a

disadvantage, this function took an excessive CPU time

(several hours) to ®nd the same solution as our program (a few

minutes).

On the other hand, AMoRe was faster than our procedure

in all cases. However, when running the program with the

default speci®cations, it could not solve one of the most

dif®cult tests [(correct RF value/highest wrong RF value) for

some selected cases: 6rxn model 2, 1.34; 1har model 2, failure].

An appropriate selection of parameters such as resolution

range, integration radius or box size could surely have yielded

better results. Nevertheless, it is not always straightforward to

know how all these parameters affect the performance of this

reciprocal-space rotation function.

In conclusion, the new vector-search rotation function can

be considered as comparable to other existing functions in

speed (similar to AMoRe) and accuracy (intermediate

between X-PLOR and AMoRe).

4. Concluding remarks

Indiscriminate usage of ISFs with macromolecular data is

risky. Several tests based on computer-generated random

numbers show how the behaviour of the ISFs depends largely

on the �SIGNAL/�TOTAL relation between the calculated and

observed Patterson maps (�CALCULATED/�OBSERVED).

Correct scaling of the observed data and appropriate

selection of the vectors of the search model are also crucial

steps in the rotation search. A new algorithm for the correct

selection has been proposed and tested.

ISFs have been recovered for macromolecular crystal-

lography. The proposed methodology works in a systematic

way and the CPU time required for the calculations is rela-

tively short.

Future developments of the methodology include the use of

data extrapolation (Langs, 1998) beyond the high-resolution

limit measured in order to obtain good-quality vectors and the

establishment of a powerful algorithm to carry out a correct

interpretation of the search model Patterson peaks with the

purpose of obtaining an accurate SVS (AÂ lvarez-RuÂ a et al.,

2000).
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